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Two philosophers who disagree about a point should, instead of arguing fruitlessly and 
endlessly, be able to take out their pencils, sit down amicably at their desks, and say "Let us 

calculate."  
Gottfried Wilhelm von Leibniz (1646 – 1716) 

 
Lest men suspect your tale untrue, 
Keep probability in view.  
John Gay (1685–1732)  
Fables. Part 1: The Painter who pleased Nobody and Everybody. 
 

But to us, probability is the very guide of life. 
--Bishop Joseph Butler, The Analogy of Religion, Introduction 

 
It is seen in this essay that the theory of probabilities is at bottom only common 
sense reduced to calculus; it makes us appreciate with exactitude that which exact 
minds feel by a sort of instinct without being able ofttimes to give a reason for it.  
Marquis Pierre-Simon de Laplace  
Philosophical Essay on Probabilities (1814) 
 
In the description that follows, language will be treated as a Markoff process. The phonemes will 

be considered uniquely identifiable; but their order, in the sequences that compose our sample, 
can be described only statistically. 

Colin Cherry, Morris Halle, and Roman Jakobson  
Toward the logical description of languages in their phonemic aspect  (1953) 

 
Water which is too pure has no fish. 
Ts'ai Ken T'an 
 
1. Introduction  
My goal in this paper is to provide an introduction to the notion of a probabilistic grammar, and 
in particular, a probabilistic phonology.1 The notion of a probabilistic grammar is not a new one; 
it originated in the 1950s in work by Ray Solomonoff and others, and has played an increasingly 
important role in computational syntax and in speech recognition over the last fifteen years 
(Solomonoff 1997,2 Charniak 1993). The notion of a probabilistic grammar is, however, 
relatively unknown in mainstream linguistics – both syntax and phonology – and this is 
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unfortunate, for I believe that the ideas involved here are extremely fruitful for understanding 
various problems in linguistics.  

In this paper, I will focus on phonology from a probabilistic point of view. Both probabilistic 
phonology and morphology (Goldsmith 2001b) are areas with relatively little work done to date. 
In fact, the only work that I am aware of in probabilistic phonology in the last thirty years or so 
is Coleman and Pierrehumbert 1997, other than the voluminous literature on speech recognition 
using hidden Markov models and the like.3   

To illustrate the basic ideas, I have assembled a simple linear-segmental model of phonology and 
applied notions of probability theory to it, and put it all into a computer program which we will 
have occasion to look at; some of its output is given in this paper, and it can be downloaded from 
http://humanities.uchicago.edu/faculty/goldsmith/Chiba. 
 
This program (which I will call a “Complexity Sorter”) takes as its input a list of words from a 
given language, with both standard orthography and phonological representation, and also word 
frequency if that is available. It accepts this material from a computer file, and produces various 
graphical outputs. In particular, it calculates what I will call the “phonological complexity” of 
each word – essentially the average information content, from the point of view of information 
theory – and sorts the words by this measure (following standard usage, information and 
complexity may be in some contexts used interchangeably). We may then browse through the 
words of the language from the top of the list to the bottom. The program performs the analysis 
with no prior knowledge of the language. 

 
These lists are illustrated in Tables 1 through 4 for English and Japanese. Table 1 is the “good” 
end of the English list, the words which have the lowest “average complexity” in these tables, a 
notion closely tied to probability and one which we will discuss in detail shortly. The “good” 
end, then, has low average complexity, and consists of words whose phonology is completely 
native and central to the phonology of the language: words like the, hand, of, and, etc. 
 
The notation used here may not be familiar. The word in normal orthographic form is given in 
the first column, and a phonological representation is given in the second column. The notation 
that is used here is the one that is commonly used in the computational literature for English 
phonemes. It has the advantage over the IPA system that is more familiar to us that it only uses 
the basic 26 letters of the alphabet, but many of the symbols used for the phonemes are less 
obvious.  For example, the voiced fricative of “the” is spelled “DH”, while the schwa is spelled 
“AH0”; more generally, every vowel ends with a number which indicates its stress level. Vowels 
begin with two letters; if the second letter is H, the vowel is lax (as in IH, EH, and so on), while 
if the second letter is Y or W, the letter is a tense diphthong), etc. This is widely known as the 
“DARPAbet” notation. (see, for example, Jurafsky and Martin 2000.).  

 
The bottom (or “bad” end) of the English wordlist – the words with the lowest average 
probability, indicated here as the highest “average complexity” is given in Table 2. 
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Table 1: the good end of the English word list. 
 
We see that the words in Table 2 barely look like English words at all: they consist of 
borrowings (from Hawaiian, Arabic, Hungarian, etc.) and sound-symbolic forms (like “yeah”).  
Needless to say, the Arabic words would not end up on the bottom of a list if the analysis had 
been derived from a corpus of Arabic – but this is the English phonological structure that is 
concerned. Bear in mind this ranking is by phonological analysis, and is not (for example) based 
on word frequency (except in an indirect way).  
 
In Tables 3 and 4, we see the parallel forms from a dictionary of Japanese.4 For Japanese, I had 
no information about word-frequencies (which I did in the case of English), so those effects do 
not enter into the results in Japanese. 
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Table 2: “Bad” end of the English word list 

 
And in Table 4, we see the “bad” end of the approximately 50,000 word Japanese list.5 
 
The tables presented here are selections from the entire lists; the English list is over 100,000 
words, and the Japanese is over 50,000 words; the tables given here are just the top and the 
bottom ends of these lists. As we can see, the “bad” ends of the lists contain primarily 
borrowings into the language, compounds, and onomatopoeia, while the “good” ends of the lists 
contain words whose phonological patterns are the most central in the language.  
 
These lists rank the words of each lexicon by their average probability, and it is the character of 
probabilistic models (primarily in phonology) which I wish to discuss in this paper.  
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Table 3  “Good” end of the Japanese list 
 
Probability theory is not very well known to linguists, or to the educated public, in general. We 
all know that the probability of rolling a die and getting a 3 is 1 out of 6, or slightly more than 
16%, and we probably all know that the probability of tossing a coin 3 times, and getting heads 
all three times is 1/8, because 1/8 is ½ times ½ times ½. But this knowledge (although it is 
correct) is misleading in the long run, because it tends to suggest that the goal of probability 
theory is to determine precisely how rare a particular outcome of a random event is. Since 
phonologists know that their concern is not with particularly rare events, and certainly not with 
random events, it is not at all obvious to phonologists at first why they should have any interest 
at all in probabilistic models. The bottom line is this: the theory of probability is fundamentally 
the quantitative theory of evidence. 
 
And yet the words in Tables 1 and 2, and 3 and 4, are the words of English and Japanese ranked 
by their (average) probability – one model of their phonological probability – and it is perfectly 
clear from looking at the list that this is not a list of the frequencies of words in English and 
Japanese. So what is it? My purpose in this paper is to explain what is involved here, and why 
we as phonologists might be interested in this kind of modeling. 
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Table 4: “Bad” end of the Japanese word list 

 
My own interest in this approach goes somewhat deeper than an interest in a different kind of 
modeling. I believe that a probabilistic approach to linguistic modeling allows us to defend a 
very different conception of what linguistics is: in particular, this is the view that grammars are 
scientific models of linguistic data, rather than models of what exists in the heads of speakers. In 
the end, I believe that mainstream linguistics is not a cognitive science in the same sense that 
psychology is, although this does not lessen the interest of linguistics to psychologists who study 
the human use of language. Linguistics is the science that addresses linguistic data; it is of 
interest to us because language is a peculiarly human and symbolic activity, certainly; but 
linguistics teaches us to deal with language, not with organs such as brains.6  
  
One of the central notions that we will explore – and this is not a new idea, in some domains – is 
this: when we wish to analyze the phonology of a language, we establish a sizeable set of 
observations O (“corpus”) of the language, and we attempt to build a model M that maximizes 
the probability of that set of observations O.  The model M is a model of the phonology of the 
language; once it is constructed, it is capable of assigning a probability to any set of observations 
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O′ from the language. The probability that M assigns to any particular set of observations will be 
extremely small, and the larger the set of observations is, the smaller is its probability. I 
emphasize this from the start; the fact that a particular utterance has a very low probability is not 
a problem in any sense, and probability cannot be said to be the same thing as 
(un)grammaticality. To repeat, the goal is to develop a model of phonology which assigns 
probabilities, and in particular to find the phonological model which assigns the highest 
probability to the set of observed data. This probability need not be large, but the ultimate claim 
is that if we state the goal of the theory in this way, the model M which does assign the highest 
probability to the observed data will be the best linguistic model of the observed data. But it will 
take us some time to explain why this should be the case.7 
 
One last point to mention at the beginning: the development of probabilistic models or grammars 
is not an activity that can, in practical terms, be carried out by a human being unaided by 
computer. What one must do is to figure out how one’s phonological idea can be expressed in 
algorithmic terms – and then that idea must be turned into a computer program, which we will 
call an abstract model. This abstract model, the embodiment of the phonological idea as a 
computer program, is capable of taking as input a large set of phonological data and creating a 
specific model of that data (which I will call an instance of the model); and, more to the point, it 
is capable of developing an instance of the model of any set of observations. The instance of the 
model can then be used to analyze further data that we present to it.  In short, an (abstract) model 
that we come up with from the probabilistic point of view is always at a higher level of 
generalization than the kinds of ideas that we tend to develop in familiar generative terms. A 
probabilistic (abstract) model will always be capable of accepting many different sets of data and 
analyzing them in self-consistent ways.   
 
2. Introduction to probability  
One of the most enlightening aspects of probabilistic models of phonology and morphology is 
that building such models forces the linguist to think explicitly about questions that one formerly 
took for granted, with  little conscious reflection, in building non-probabilistic models. In a 
sense, we can say that a probabilistic model consists of a non-probabilistic model plus some 
numerical quantities; it is not true that probabilistic models are inherently simpler or less 
structural than non-probabilistic models. 
 
The two essential characteristics of a probabilistic model are these: (1) it must define and 
characterize the entire universe of possible events (or observations) in the domain that it models 
– for us, this might be all possible utterances in a language L; and (2) it must assign a number 
(which we call a “probability”) to each of those events (or utterances): these probabilities are all 
non-negative (that is, zero or positive) --  and the probabilities must add up to 1.0, when we add 
up the probabilities of the entire domain. The larger the universe of possible utterances, the 
smaller the average probability is going to be (roughly), if they must all, taken together, add up 
to 1.0.8 The universe of possible utterances is generally called the sample space in probability 
theory, and a set of non-negative numbers that add up to 1.0 is called a distribution. 
 
This much, so far, is essentially mathematical, and not scientific. When we look at a model of a 
real system – such as a phonological model – there is another important characteristic: the 
probability that we assign to each utterance (that is, to each event in the sample space) is 
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assigned by a mathematical function that we devise ourselves which is built up out of properties 
of the subpieces of the utterance. If we are building a phonological model, then the probability of 
the utterance will be built up out of properties of the phonological subpieces, such as the 
phonemes, their order, and their phonological organization, that is, what we call the phonological 
representation. (We might also expect to employ notions like distinctive features, syllable 
structure, sonority, etc.) So our goal will be to figure out how phonological representation can 
contribute to assigning probabilities! 
 
Here is perhaps the crucial point. When we build our probabilistic model, we assign probabilities 
to the small subpieces of the model (for example, probabilities of individual phonemes or 
features), and these probabilities are usually tightly linked to direct observation (roughly, but 
only roughly, we take these probabilities to be equal to their observed frequencies). In the case at 
hand, this might be the probabilities of particular phonemes. Then our model assigns 
probabilities to the larger pieces – for example, to words – based on two things: (i) our 
theoretical (abstract) model and (ii) the probabilities now assigned to the more elementary units 
(the instance of the model). 
 
Let us begin with an extremely elementary model, the unigram model, the model that assumes 
that individual phonemes can be assigned a particular probability, and that the probability that 
we will assign to a sequence of phonemes is the product of the probabilities of the individual 
phonemes. In addition, we assume that all words end with a particular symbol (#) marking word-
end.  
  
It is important to keep track of the fact that we are already talking about two distinct (but closely 
related) distributions (and remember: a distribution is a set of non-negative numbers that add up 
to 1.0): the set of probabilities assigned to individual phonemes, and the set of probabilities that 
are assigned to all possible words in the language. These are two quite different universes, with 
no overlap: a word must contain at least one phoneme, and it must end with an instance of the 
end-of-word symbol # (and thus a phoneme can never be a word, in this model).  But we can 
connect them by means of the unigram assumption that order makes no difference in computing 
probabilities, which is to say, the probability of a string is the product of the probabilities of the 
individual phonemes. 
 
Mathematically, it is much more convenient to think about the logarithm (or log, for short) of the 
probabilities instead of the probabilities themselves. Permit me to remind the reader  that a 
logarithm of x, base 2, is the exponent to which one must raise 2 in order to get x: xx =2log2  and  

xx =)2(log2 . 23 = 8; therefore log2 (8) = 3.  27 = 128, and therefore log2 (128) = 7. 2-1 = ½, and 
therefore log2(½) = -1. 2-3 = 1/8, and therefore log2 (1/8) = -3. Bear in mind that finding the log 
of x times y yields the same result as adding the log of x and the log of y. 
  
Because a probability is always a number between 0 and 1, its logarithm will be negative or zero, 
and since most of us prefer positive numbers, it is traditional to talk about     -1 * log of the 
probability, because this is a positive number (or non-negative, at least). I will refer to this as the 
positive log probability.9 
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In Table 5 will be found a chart of phonemes of Japanese with positive log probabilities 
computed from Breen’s online dictionary of Japanese, based essentially on his romaji 
characterizations of words.  

 
Why is the positive log probability more convenient than the 
probability itself? The answer is that log probabilities are 
added (rather than multiplied), and this makes things a good 
deal simpler. To calculate the log probability of a word under 
the simple unigram model, we add the log probabilities of the 
individual segments.10 (Remember that the “unigram model” 
is defined as the model which assumes that the probability of 
a unit is independent of its context).Therefore we will prefer 
to look at the column in our tables which are labeled “positive 
log probability”, and we will ask, What is the log probability 
of various words? Since the log probability of A times B is the 
sum of the log probability of A and the log probability of B, it 
follows that the log probability of a sequence of segments is 
the sum of the log probabilities of the individual segments. It 
also follows that we can easily calculate the average log 
probability for any given word: we compute the total log 
probability, and divide that by the number of segments in the 
word. This constitutes the phonological complexity of a word 
in that language, under that model. This quantity will be 
extremely important to us in what follows.  
 
 
 
 

Table 5: Phonemes of Japanese 
 
Does the phonologist have an understanding, or an intuition, regarding this quantity, the average 
log probability of a word?  Not really, under the conditions which I have presented so far. Let us 
take a look at the probabilities assigned to words of English and Japanese using the unigram 
model (which assumes that phonemes have no relationship to the phonemes that are next to 
them). We do this by computing the probability of each word in our corpus, and then ranking 
words by their average log probability.  
 
We find a ranking as given in Tables 6 – 9: Tables 6 and 7 for English, and Tables 8 and 9 for 
Japanese.  
 
What do we notice? Two things strike us right away: first, the low-probability words (that is, 
high complexity words) at the “bad” end are indeed borrowings (they have a high proportion of 
unusual phonemes, after all), but the words at the good end are often strange words. In Japanese, 
it is quite striking: in the good list, we find a good selection of the odd words that consist 
entirely, or almost entirely, of vowels. Why should that be so? The answer is clear with a 
moment’s thought: individual vowels are more common than consonants because there are fewer 
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distinct vowels than there are distinct consonants, so the words that would score the best on this 
test will be those composed only of high-frequency phonemes, which tends to be the vowels. In 
English, we find a similar effect: we find at the “good” end just those words that are built 
entirely out of the highest-frequency phonemes – basically, schwa, /a/, and coronal consonants.  
 

 
 
Table 6: “Good” end of unigram-ranked list: English 
 
This model does not assign enough probability to words with natural sequences of phonemes; 
after all, it was built based on the assumption that phonemes are irrelevant to their neighbors. 
How can we take sequences into account?  
 
The natural way to do that is to consider the probability of a phoneme as being dependent on the 
phoneme that precedes it.11 We compute the probability of each phoneme, given the preceding 
phoneme. This is the part that is empirically driven; we then use a new model to compute the 
probability of each word: we say that the probability of a word is the product of the probability 
of each phoneme, conditioned by the preceding phoneme.  We write this in the following way. 
We use the bracket notation S[i], where S is any string, to indicate the symbol in the ith place.  If 
W = pit, then W[3] = t. We shall have calculated (and observed)  the frequencies of a given 
phoneme P, if it immediately follows phoneme Q, and we express that (in a way that is 
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comfortable to phonologists) as prob ( P | Q _). This may be read as “the probability of P, given 
that the preceding phoneme is Q”.    
 

 
Table 7: “Bad” end of unigram-ranked list: English 
 
Again, we compute those frequencies from a corpus, and use those frequencies as our 
probabilities, and compute the probability of each word as the product of all of these conditional 
probabilities: 
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This model is called the bigram model.12 Let us assign log probability on the basis of this bigram 
model. As I indicated above, it is natural to look at the phonological complexity, i.e., the average 
log probability (rather than the total log probability) This is because phonological properties are, 
for the most part, intensive: if one puts two phonologically well-formed words together, the 
result is, by and large, just as well-formed phonologically (it is not twice as well-formed, in 
particular). If we now rank the words in a corpus by average log probability, we get the lists that 
we began with, Tables 1 through 4 above, which express quite well the phonologist’s intuition 
regarding the phonological well-formedness of words. 
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Table 8: “Good” end of unigram-ranked list: Japanese 
 
We have now looked at two probabilistic models (unigram and bigram), and seen that each can 
generate a ranking of words from a corpus. The bigram-induced mapping is actually a 
surprisingly good automatic algorithm for determining how well any given individual word fits 
into the phonotactic patterns of the language. Borrowings will inevitably (I would suggest) 
consist of changes that bring words closer and closer to the heart of the phonology, which is to 
say, their nativization decreases their average log probability. (That is a conjecture, which should 
be tested empirically.) 
 
There are a couple of striking differences between phonologists’ phonotactics and what we have 
just done here. First of all, the probability-based analysis does not distinguish between what is 
good or bad, in or out; it does produce a number, which can then be used to provide a ranking 
(words with lower average log probabilities outrank those with higher average log probability). 
Second, it has done this without reference to distinctive features or phonological classes (such as 
consonants and vowels). Third, the information that we (or the algorithm) have put together is 
rather verbose, or to put it differently, is distributed across a wide range of statistics. If in a 
language there is a very strong tendency for vowels and consonants to alternate, that knowledge 
is distributed across a wide range of statistics (that t follows a more than it follows s, etc.) As a 
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linguist might say, the bigram model seems designed to miss the generalizations that 
phonologists hold dear.  
 

 
Table 9: “Bad” end of unigram-ranked list: Japanese 
 
I will briefly make some observations about these points. Yes, while this approach models 
phonotactics without setting an absolute barrier between the forms that do and those that do not 
violate the phonotactics, a careful study of the words in the language (any language) suggest that 
this is a healthier and more accurate characterization of the facts. Languages gather words like a 
sun gathers planets: some are closer in and some are further out, and the best we can do is 
measure the force that links the two. 
 
Why has there been no mention of distinctive features or phoneme classes, such as consonants 
and vowels? This is not the result of bringing in probability; it is simply a result of the very 
simple model that we are exploring. We could just as easily conduct a probabilistic analysis 
using features. For ease of presentation, I have limited the model to discussion of atomic 
phonemes, but we could perfectly well, and just as easily, perform the same analysis with 
features instead of phonemes. 
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Why is the phonotactic information distributed across the various numbers that we have built up? 
Why are the results not summarized in a small number of easily written-out statements or 
formulas?   
 
There are two answers here. The first we have just stated: when we specify the model in terms of 
features, we will have statements that look more familiar. But there is a second answer. Our 
segmental bigram model of Japanese tells us that “ u # ” and “ k u ” are two of the pairs of 
segments with the greatest mutual information (i.e., the greatest statistical “stickiness” between 
them).  That is important information about the sound pattern of Japanese, and we surely do not 
want to lose it. (Some of that information would be extracted by the feature-based phonotactic, 
certainly, but not all of it.) To put it slightly differently, we can now found out what phoneme-
patterning which is specific to individual phonemes we find; and much of it does not reduce 
simply to feature-based statements. 
 
We must go back now and reconsider why it was that we made the transition from the unigram 
model to the bigram model. The reader will recall that we did that primarily because the unigram 
model ranked much too high the Japanese words consisting entirely of vowels: the unigram 
model has no ability to respond to (or to capture) sequential patterns that are important in 
languages. 
 
But according to the theory of probabilistic grammars, that is not the right answer to the question 
as to why we should change models. The better answer that the theory of probabilistic grammars 
gives is actually very subtle, and difficult to believe at first (perhaps even a bit hard to 
understand). The central point is this: do anything necessary to increase the total probability 
assigned to the corpus of observations.  
 

 Maximize the probability of the observations.   
 

I did not show it before, but we will do it now: we will see that the shift from the unigram model 
to the bigram model leads to an significant increase in the probability assigned to the corpus. 
And the most important point of all is this: the discovery of any significant regularity will always 
lead to an increase in the probability assigned to the observations (i.e., a decrease in complexity).  
 
How do we compute the probability of all of the observations? We merely need to compute the 
positive log probability of the entire corpus, which is simply the sum of the positive log 
probabilities of the individual words. Maximizing the probability is equivalent to minimizing the 
positive log probability. So let us add up the positive log probabilities for all of the words in the 
unigram model, and again do it in the bigram model. What do we find? 
 
For our corpus of English, the total difference (in terms of log probability) between the two 
models is: 323,896 (unigram log probability: 1,883,085; bigram log probability 1,559,194), 
which is a 17% improvement.  
 
To recap: the total positive log probability of the corpus under the bigram model is smaller than 
the positive log probability of the corpus under the unigram; therefore, the probability of the data 
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under the bigram model is greater than it is under the unigram model, and therefore we must 
prefer the bigram model. 
 
These numbers are in a natural unit: they are in “bits,” as defined by information theory, and the 
difference is called the mutual information, notions to which we will return. 
 

We know now  
• how to calculate the probability of a word given a particular probabilistic model of its 

language. We also know  
• that it is simpler to talk about the (positive) log probability of the word rather than its 

probability. Because the (positive) log probability involves multiplication by -1, 
• maximizing the probability is equivalent to minimizing the log probability. And we know 

that  
• we can usefully calculate the average log probability of a word, by dividing the log 

probability of the word by the number of segments in the word. 
 
If we compute the log probability for all the words in a language (by adding up the log 
probability of all of the words in the language), and form the average by dividing by the total 
number of characters in the corpus, what we get is the entropy of the system. In addition, the 
positive log probability of a word is also known as the optimal compressed length of a word, 
under the given model (this becomes important in the context of Minimum Description Length 
work; see note 7). 
 
3. Identifying the language from which a word is drawn 
Let us consider a related question. Suppose one is given a word (let us say the word is 
Mitsubishi) and a particular set of languages (say, English and Japanese), and one is asked to 
determine which language the word comes from. How could one do it? 
 
First of all, why would one care? There are both technical and theoretical reasons for caring to do 
so. First of all, one might want to be build a device that would identify the language of a word in 
a document – one might want to invoke the appropriate spell-checker of a word processor 
automatically, or invoke a machine-translation system automatically. More theoretically, one 
might be interested in how multilingual people can automatically switch their receptive 
grammars – the language that they are listening in, so to speak – to be able to understand a 
speaker. One might be interested in how people can identify sublanguages within a language: in 
English, this means distinguishing Latinate from Germanic words; in Japanese, Sino-Japanese 
forms from native Japanese forms, and so on. How can this be done? How can one distinguish 
vocabularies, within a language or across languages? 
 
Because we have been developing a probabilistic system, the answer is very easy to obtain. In 
our calculations so far, we have been computing for an individual word W and language L, what 
is the probability of word W? Now, however, we want to ask, given an individual word W, what 
is the probability that it comes from language L? But that is an easy modification to make, 
because it is simply a matter of applying Bayes’ rule, and comparing across languages. Bayes’ 
rule tells us how to make this inversion. It tells us, in this case, that the probability that word W 
comes from language L is equal to the probability of word W, given language L (which is what 
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we have just computed), times the probability of language L and divided by the probability of 
word W: 
 
Bayes’ rule:  

)(
)()|()|(

Bprob
AprobABprobtrueisBifAofyprobabilitBAp ==  
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)()(

)|(
Wwordprob

EnglishprobEnglishfromcomesWifWwordprob
WwordEnglishfromcomesWp =

)(
)()(

)|(
Wwordprob

JapaneseprobJapanesefromcomesWifWwordprob
WwordJapanesefromcomesWp =  

 
So to solve the question as to which language a given word (such as Mitsubishi) comes from, we 
need to calculate this quantity for each language as shown above, and then see which probability 
is the greatest, and that will be the language that the word comes from – once again, it is a matter 
of maximizing the probability of the evidence. 
 
What is the probability of a given language L (English or Japanese)? If we have no apriori reason 
to believe that one language is more likely than another, we may assign 0.50 to the probability of 
each language. What is the probability of the word Mitsubishi (or any other word)? This is hard 
to say, but in fact it does not matter, because we can ignore the denominator on the bottom, 
because whatever the value is, it will be the same for both languages, and thus our task becomes 
very simple: calculate the probability that word W comes from language L (which we already 
know how to do) for each language, and choose the language which assigns the highest 
probability. 
 
If we compute the probability of Mitsubishi under the English model, we get an average log 
probability of 5.31; if we compute it under the Japanese model, we get 3.36. Therefore, 
Mitsubishi is a Japanese word. 
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Let us try it the other way around. Consider take the word happen ( HH AE1 P AH0 N in 
English notation , h a p e n in Japanese). As Leibniz said, let us take out our pencils and let us 
calculate. The average log probability in English is 3.177, while in Japanese it is 3.434. 
Therefore, happen is an English word. And so on. 
 
This is quite a remarkable result, and. I cannot imagine how another framework could 
accomplish such a result. In fact, the result is even more remarkable than I have indicated so far. 
If we have a string of words and we know that they all come from the same language, but we do 
not know (yet) which language it is, we can get the score for the entire string by adding together 
the scores of the individual words – so that a very strong indication from one word can overcome 
an incorrect score from a different word. That is, if we take the string I bought a new Mitsubishi, 
we will get a better English score than a Japanese score for the entire string, even though the 
Japanese score for the word Mitsubishi is better than its English score.13 
 
4. Other topics 
I would like to touch briefly on the following topics: (4.1) the notion of mutual information; the 
relation of this work to other approaches, such as (4.2) harmonic phonology, and (4.3) lexical 
phonology; (4.4) the relation of phonological representations (e.g., syllable structure, 
autosegmental structure) to probabilistic phonologies; (4.5) the extension of this work from 
phonotactics to morphophonemics, and (4.6) a remark on the relationship to optimality theory. 
 
4.1 Mutual information 
Let us look again at the program Complexity Sorter, and look at a wordlist from English. We 
have discussed the unigram and bigram models so far, and by clicking on the “1/2” button, we 
can switch back and forth between the two models. Now, if we compare the difference in 
average complexity for various words, one thing that we will discover is this: for words at the 
good end of the list (with the lowest complexity), the average complexity is lower when we look 
at the bigram complexity than when we look at the unigram complexity. That is, the model is a 
better predictor of a segment when it knows the segment that precedes. There is a name for the 
difference between the log probability based on the unigram model and the log probability based 
on the bigram model: it is mutual information, and we can display it by choosing the menu item 
“Model/unigram with MI”. When we select words near the good end of the list, the mutual 
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information is virtually always positive (indicated here by a red rectangle). As we move towards 
the bad end of the list, where borrowings and other less-good words of the language appear, the 
mutual information gets smaller and smaller, and eventually turns negative, represented by blue 
rectangles hanging below the zero-line. These negative mutual informations represent the 
situation in which the two segments would really rather not be next to each other – they are 
phonotactically dis-preferred, as is typically found in borrowings, expressives, and so forth. 
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4.2 Harmonic phonology 
I sketched an approach which I called harmonic phonology (Goldsmith 1990, 1993), which was 
based on the proposal that we could establish a measure of well-formedness computationally for 
any given phonological representation in a language. At the time that I wrote those earlier works, 
I did not know how to accomplish this task technically; the work described here today is the 
answer.  At the time, I spoke of “maximizing the harmony” of a representation, but now it is 
clear that it is more convenient to speak of “minimizing the complexity, or information”; but 
whichever way we choose to describe it, the harmony is the log probability of the representation 
(and now, unlike above, when I say “log probability”, I do not mean the positive log probability).  
 
I conjectured in that early work that phonological rules apply if and only if their output is better-
formed (in terms of complexity) than their input. This seems to me, now, an inappropriate 
suggestion, and I will return to an information-driven reformulation below. 
 
4.3 Lexical phonology 
It is probably not at all obvious, but some of the linguistic roots of what I have discussed here lie 
in lexical phonology.14 Now, it is true that different people read lexical phonology in different 
ways: different people see the essence or the core of the theory in different ways. My reading of 
the theory (which I discussed in detail in Goldsmith 1990, Chapter 5) is this: the heart of the 
phonology is the lexical phonology, where the morphophonology lies; and in this component, all 
generalizations have a double-sided character: each generalization tells us (1) for each feature, 
what is the more likely value in a given phonological environment, and (2) for each feature (in a 
given environment), in what direction that feature may change if the language permits a change 
because of a derived environment, that is, because of a word-formation process. This is a 
remarkable notion, and it is one that has been adopted by many linguists, often, I think, without 
too much reflection. In some regards, it is adopted by the core of optimality theory, without 
much explicit discussion.  
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To repeat, according to lexical phonology, the lexical rules are both statements of probabilistic 
phonotactics and statements of allomorphy. How are rules of phonotactics and redundancy to be 
learned? And how much redundancy (i.e., patterning) must there be in the lexicon to make it 
“worthwhile” for the lexical phonology to set up a rule that accounts for an asymmetrical 
distribution of the values of a given feature? Phonologists have, to my knowledge, never 
addressed this question (though I posed it in Goldsmith 1995, admitting that I did not know how 
to pursue the question), but it is essential for making lexical phonology work. And the present 
work does precisely this: it says that all local redundancy is measured and captured. 

 
4.4 The relation of phonological structure (or representation) to probabilistic phonology 
I would like to repeat a point that I have already made: there is no intrinsic connection between 
probabilistic phonology and the extremely simple model of phonological structure that I have 
used so far in this talk, in which all structure is purely linear and there are no features. I have 
done that only for purposes of description and simplicity. In a probabilistic approach, articulated 
phonological structure is as important as it is in any other approach – indeed, more important, 
perhaps. When one develops a probabilistic model (not just in linguistics, but in any field) it is 
crucial for the analyzer to decide which factors may condition other factors in the model. In the 
bigram model that we looked at, we allowed neighbors to condition probabilities.  
 
I believe that the real contribution of complex phonological representation is this: it allows us a 
richer idea of what it means for two items in a phonological representation to be “neighbors” – 
and it is only pairs and triples of neighbors that play a role in assigning probabilities (that is a 
conjecture).  
 
4.5 About morphophonology 
Constraints on space do not permit me to extend this discussion of phonotactics to a formulation 
of how to deal with morphophonology, but I would like to say a word about the matter. 
 
We have focused on the way in which language-particular complexity provides a mathematical 
mapping from representations to the real numbers. It follows that we can take a representation, 
and instead of keeping all of its elements fixed, we can let one (or more) of them vary across all 
of the possibilities in the language. For example, instead of computing the complexity of the 
string “ # k l a b # ”, I can make a variable out of the third position (let us indicate this as # k ? a 
b #; we can call that a representation schema), and then what I have is a function from all of the 
phonemes to the real numbers: for each phoneme P, I can replace “?” in “# k ? a b #”  by P, and 
compute the complexity. We may then ask, which value of “?” gives us the smallest value for 
complexity? In that way, we can compute the optimal log probability of a representation-schema.  
 
To develop a phonology with morphophonemics, we need to compute a two-level phonology 
(that is, a phonology with underlying forms and surface forms). Such a model contains, in 
essence, two phonological representations (one underlying, the other surface), with 
correspondences between elements on the two levels (as sketched in harmonic phonology, and 
many other phonologies). We compute the log probability of each of these links, across a 
training corpus. We use this information to compute the correct surface form SF, given a 
particular underlying form UF. For any given surface form SF, we compute the log probability of 
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the pair (UF, SF), given SF – this computes the “reasonableness” of the pairing, corresponding to 
traditional phonological rules – and the log probability of the surface form SF, in the way that we 
have discussed today. We then choose the surface form for which the sum of these two values is 
the smallest (i.e., for which the probability is the greatest). 

 
4.6 Optimality Theory 
I would like to briefly consider the points of equivalence and of difference between a 
probabilistic approach and optimality theory. Let us briefly consider a notational variant of 
optimality theory that lends itself to a comparison with probabilistic models. We will call this 
variant “Weighted OT”. 
 
Consider an optimality theoretic ranking of a universal set of constraints. Assign a set of positive 
numbers (which we will call “weights”) to these constraints in such a way that if a constraint C is 
ranked higher than constraint D, C’s weight must be larger than D’s weight. To make matters 
concrete, let us assign 0.1 to the highest-ranked constraint, 0.01 to the 2nd-ranked constraint, 
0.001 to the 3rd constraint, and so on; the nth ranked constraint is assigned weight equal to 10-n. 
For any given candidate phonological representation, we assign a score to it by adding up the 
number of times it violates each constraint in the hierarchy, which gives us the following picture; 
we may call the number (in between 0 and 1, by construction) generated by counting the 
constraint violations “the OT complexity”: 
 
0 .   1        1       3           … =  A number that is the OT complexity of a candidate R1 
 
  
 How many violations of Constraint 1?     
 
How many violations of Constraint 2? 
 
How many violations of Constraint 3? 
 
 
0 .       1        2       3      … = OT complexity of a candidate R2 
 
  
 How many violations of Constraint 1?     
 
How many violations of Constraint 2? 
 
How many violations of Constraint 3? 
 
 Constraint 1 Constraint 2 Constraint 3 

Candidate R1 * * *** 
Candidate R2 * ** *** 
 
In such a way, each candidate is assigned a number between 0 and 1 (here, 0.113 and 0.123), and 
classical optimality theory tells us to select the candidate with the smallest “OT complexity”. 
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This is not the way OT is usually expressed, but a few moments’ thought will convince the 
reader that this is so, and that choosing the candidate with the smallest OT complexity  is 
essentially equivalent to working one’s way through a tableau, looking for the surviving 
candidate. 
 
There is a difference between the classical optimality tableau candidate selection algorithm and 
the rule that says “pick the candidate with the lowest OT complexity”. The “OT complexity 
measure” described here proposes that there is a number (one less than the base of the number 
system used to express the number – here, base 10) such that you cannot count more than that 
number of violations. But since there is no preset limit on the base of the number system we will 
use, this claim has no significance. 
 
There is no straightforward way to compare the actual substance of the constraints in OT and the 
elements being modeled probabilistically, but let us try to make such a comparison anyway. If 
we maintain the unrealistically simple unigram model of phonology, we can establish a simple 
parallelism between the (positive) log probability of a phoneme, on the one hand, and a 
constraint against that phoneme, on the other. 

 
OT Probabilistic model 

Sample constraint: *s: it is assigned a rank 
in the hierarchy 

“s” has a positive log probability: 
-1 * log prob(s) = 0.0021 

Candidate with smallest  
OT complexity is selected 

Candidate with small positive log 
probability is selected 

Central premise: OT tableau mechanism + 
universal set of constraints 

Central premise: maximize the probability 
of the observed data. 

 
 

Probabilistic phonology and optimality theory can then be more easily compared. Both propose 
that candidate selection is an instance of minimization (hence, of optimization), but probabilistic 
phonology leaves no freedom regarding ranking or weighting of constraints: the weighting is 
directly established from the data, through assigning the positive log probability as the weight to 
each item in the model. In the probabilistic model, all pairs of adjacent items in a phonological 
representation can enter into the calculation of the probability. In its broadest sense, OT does not 
determine what may constitute a constraint; it offers only a means for adjudicating among 
conflicting constraints. 

 
Notice that effects such as the “emergence of the unmarked” follow from a weight-based 
calculation; if two candidates are assigned the same weight by a more highly weighted 
constraint, it is a lower ranked and lower weighted constraint that will be decisive in determining 
the candidate with the optimal complexity. 
 
5. Conclusion 
What is a probabilistic phonology, as I have described it here? Is it a phonological theory, in the 
accepted sense of the term? One thing that it is not is a theory of how the mind works. But it 
offers a firm alternative foundation for phonology (and linguistics, more generally). It is not a 
generative account of phonology, and does not insist that rules be ordered in this way or that, or 
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not at all; it is not like optimality theory, in proposing a specific algorithm for candidate selection 
and an innate inventory of constraints. It says only this: begin by expressing what one thinks are 
all of the conceivable events in the universe one wishes to describe. Consider a distribution 
across these events, which means assigning to each a probability in such a fashion that all of the 
probabilities sum to 1.0. The correct distribution is the one that maximizes the probability of the 
data which was described, most likely observed before the analysis was undertaken.  

 
The general position that I have described here is often called positivism, and is characterized by 
a strong concern for observation and a great skepticism with regard to hypothetical objects 
whose plausibility derives from theory. Most of my life I have been dissatisfied with positivism, 
and I see no reason to change now. I do believe that scientific theories, under the best of 
circumstances, allow us to discover hidden realities behind or beyond the observed data. But my 
generation of linguists – those coming of age since mid-1960s – has become so deeply mired in 
anti-positivism that we have lost track of a good deal that is right and important about it. This is 
not the time or place to go into these matters at length, but I wish only to underscore the point 
that the position that I have argued for in these remarks is as much as anything a plea to return to 
a more balanced perspective regarding the relationship of evidence and theory in linguistics.15 
  
I have suggested just a bit of what can be done with some elementary software which is freely 
available. I believe that there are things which we can learn about the phonology of a language 
by a careful inspection of the data that it presents to us, and I hope that the notions that I have 
discussed here may help in this task.  
 
*************************************************************************** 
 
Notes 

 
1 I am grateful to Svetlana Soglasnova and Hisami Suzuki for discussions of the issues 

described here.  Some of the suggestions made here have been influenced by the ongoing 
dissertation work by Svetlana Soglasnova concerning Russian hypocoristics, and by Daisuke 
Hara on American Sign Language; both develop detailed complexity measures of the systems 
they study, and go a good deal further than the remarks made in this paper. 

 
2 And see Solomonoff  1995 at http://world.std.com/~rjs/barc97.html 
 
3 There was a good deal of reference to notions of probabilistic models and information 

theory during the 1950s and into the 1960s, as one of the quotations above illustrates – the one 
from Cherry, Halle, and Jakobson 1951. See Hockett 1955, Goldsmith 2001a. 

 
4 This comes from Jim Breen’s (Monash University) extraordinary resources on Japanese 

made available at http://www.csse.monash.edu.au/~jwb/wwwjdic.html, and I am extremely 
indebted to him for making this work easily accessible to the research community. Breen notes 
that he uses “wa-puro-” Hepburn romaji; thus “long vowels in gairaigo are represented with a ‘-’; 
long vowels in Japanese words are written with the usual Japanese vowel, which is usually a ‘u’, 
and sometimes ‘o’ or ‘i’….the voiced ‘tsu’ syllable is written ‘dzu’, not ‘zu’. Similarity the 
voiced ‘chi’ is written ‘dji’. This is to distinguish them from the voiced ‘su’ and ‘shi’ syllables, 
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which are written as ‘zu’ and ‘ji’.” I have made the following changes in the phonological 
representations: sh is changed to S; ssh to SS; ch to C; cch to CC; tsu to tu, other ts to T, and      
‘-’ to ‘:’.  

 
5 This method also reveals errors that have crept into the dictionaries by the dictionary 

makers. 
 
6 To be a bit clearer, I am not saying that one cannot (or should not) do psycholinguistics, 

that is, the analysis of how language is used by people. One can, and the tools for doing this are 
getting better all the time; indeed, these tools have virtually revolutionized the field in the last 
decade. My point is rather that traditional linguistics, which studies sentences and corpora, has a 
scientific grounding that is distinct from that of psycholinguistics. This perspective is quite 
different – indeed, at odds with – both the view (which I find curious) that linguistics is a branch 
of the biosciences, as Chomsky is wont to say (e.g., Chomsky 1999), or that linguistics studies 
objects with an ontological status much like that of mathematical objects; Katz and Postal in a 
number of publications over the last twenty years have discussed a conception of linguistics in 
this vein. 

 
7 The discussion in the text overlooks the importance of the complexity of the theory (or 

model) being used to understand the data. The greater the complexity of the theory, the less 
explanation is being provided, and one means to making such a statement quantitatively explicit 
is provided by Minim mum Description Length; see Rissanen 1989, for example. The 
presentation of this paper in August 2001 was linked to a following paper on the use of MDL in 
the automatic learning of morphology. The central notion to MDL is that there is a trade-off 
between grammar complexity and the degree of explanation that a grammar provides to a set of 
observations, and in particular that the correct grammar has been found when the marginal 
increase in log probability of a corpus equals the marginal increase in optimal length of the 
grammar, both expressed in bits of information. What is surprising is that this simple formulation 
can be made concrete and calculable.  

 
8 The reader who truly understands the nature of a distribution may cringe at that 

statement, as I very nearly do; but if the statement is technically objectionable, it is 
pedagogically reasonable. 

 
9 Confusingly, this is often called the negative log probability!  -- because it is the log 

probability multiplied by negative 1.  
 
10 Log probability falls roughly into the set of those properties that a physicist might call 

an extensive property: if we divide a larger object up into two smaller pieces, an extensive 
property is one (like mass) for which the property of the whole is equal to the sum of the 
 properties of the parts (unlike, say, temperature). 

 
11 We could alternatively consider the possibility that it is dependent on the phoneme that 

follows it; it turns out that this is mathematically identical. 
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12 It is composed essentially of k2 numbers, where k is the number of distinct phonemes 

in the language. 
 
13 I have run experiments that are slightly more complex than what is indicated in the 

text, forcing a choice between 5 European languages, and getting 98%+ correct results after five 
words, with natural text. 

 
14  Especially as described in Kiparsky 1982. 
 
15 It is important to remember that positivism has been a liberating and a revolutionary 

philosophy at other times in the past. August Comte, in his A General View of Positivism (1856), 
writes, “Our doctrine, therefore, is one which renders hypocrisy and oppression alike impossible. 
And it now stands forward as the result of all the efforts of the past, for the regeneration of order, 
which, whether considered individually or socially, is so deeply compromised by the anarchy of 
the present time. It establishes a fundamental principle by which true philosophy and sound 
polity are brought into correlation; a principle which can be felt as well as proved, and which is 
at once the keystone of a system and a basis of government. I shall show, moreover, in the fifth 
chapter, that the doctrine is as rich in aesthetic beauty as in philosophical power and in social 
influence. This will complete the proof of its efficacy as the centre of a universal system. Viewed 
from the moral, scientific, or poetical aspect, it is equally valuable; and it is the only principle 
which can bring Humanity safely through the most formidable crisis that she has ever yet 
undergone.” Ernst Mach was the reigning positivist at the end of the 19th century among 
philosophers of science, and it has often been remarked (among others, by Einstein himself) that 
it was Mach’s remorseless positivism which enabled creative spirits, like Einstein, to question 
and eventually to overthrow the Newtonian conception of time and space. Closer to home, the 
great Bantuist A.E. Meeussen was able to imagine, and publish, the finest tonological analyses of 
his day because he felt no need to justify his analyses beyond their ability to organize complex 
data. 
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